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Dakika Uygulama Siirekliligi Testi — 5 Arahk 2025

AMAGC:

Planli veya plansiz senaryolarda, Felaket Kurtarma Sahasi lizerinden hizmet verecek uygulama ve tiim
bilesenlerinin test edilmesi ve Felaket Kurtarma Plani’nin belirlenen siireglere uygun olarak ylrutilmesi.

KAPSAM:

Dakika uygulamasinin uygulama sireklilik testi 5 Aralik 2025 tarihinde felaket durumunda belirlenmis
sorumlu kullanicilarin katilimiyla gergeklestirilmistir. Test sliresi boyunca kullanicilar, DRP sistemlerinizin
bulundugu Doruk.NET istanbul sunucularina baglanarak veri biitiinligii, fonksiyon ve performans testleri
yaptilar.

METOD:

Tiim Dakika kullanicilari, 5 Aralik 2025 tarihinde asagida belirtilen zaman araliginda Doruk.NET istanbul
sunucularina baglanarak uygulamaya erisim saglayacaktir.

11:00-12:15 | Uygulama trafigi, veri senkronizasyonu ve DNS degisikligi ile Glasshouse KKB
Anadolu Veri Merkezi Ankara'dan Doruk.NET istanbul DRC veri merkezine
yonlendirilecektir.

12:15-13:50 | Test siresi boyunca tim Dakika kullanicilari glinlik islerine uygulama Gzerinden
devam edecek ve Dakika Doruk.NET istanbul DR veri merkezinden islemlerini
surdirecekler.

14:00-15:00 Dakika Uygulama trafigi, veri senkronizasyonu ve DNS degisikligi ile Doruk.NET
istanbul DRC veri merkezinden Glasshouse KKB Anadolu Veri Merkezi Ankara'ya
yonlendirilecektir.

Dakika FKM Sunuculari

Ankara (Main DC) ve istanbul (DRC)'deki Dakika Sunuculari, veri merkezlerindeki fiziksel sunucu kiimeleri
tizerinde sanal sunucu kiimeleri olarak calisir. istanbul ve Ankara veri sunuculari birincil ve ikincil olarak
surekli olarak birbiriyle senkronize edilir.

Dakika Uygulama Felaket Kurtarma Plani

Dakika sunucularinda veya Ankara veri merkezinde olusabilecek uzun sireli kesintiler veya felaketlerde 2
farkl yontemle uygulama tekrar erisilebilir hale getirilebilir.

1. Yedeklemeden Kurtarma
2. Felaket Kurtarma Merkezinden Calismak

Ankara sunucu kiimesinde 4 saatten daha kisa siirede ¢6ziilemeyen bir sorun olmasi durumunda
"Yedeklemeden Kurtarma" yontemi ile Dakika sunuculari farkli sunucu kiimeleri tizerinden calisir hale
getirilir. Bu yontemde veri kaybi olmaz. Ankara sunucu kiimelerinde 8 saatten daha kisa siirede
¢Ozilemeyen bir sorun olmasi durumunda veya veri merkezine erisilemiyorsa, "Felaket Kurtarma
Merkezinden Calisma" yéntemi ile istanbul sunucu kiimesi tizerinden Dakika uygulamasi ¢alistirilir. Bu
yontemde de veri kaybi olmaz.
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Yedeklemeden Kurtarma

Bu yontem Dakika sunucularinda ve veri depolama sistemlerinde fiziksel bir ariza olmasi durumunda
sanal sunucularin farkli fiziksel sunucular izerinden ¢alismasini amaglayan bir kurtarma yontemidir.
Datassist istanbul veri merkezine erisim saglanabilirse, Dakika sunuculari yedekleme platformundan yeni
bir VMware vSphere sunucu sanallastirma platformuna doniilebilir. Bu siireg, Dakika uygulanmasi ve
Dakika Veritabani sunucularina geri donllmesi asamalarindan gegmektedir.

Bu islemler toplam 2 saat 15 dakikada tamamlanmaktadir.
1. Dakika Veritabani sunucularinin kurtariimasi — 90 DK
2. Dakika Uygulama Sunucularinin Kurtarilmasi — 30 DK

3. Dakika hizmet ve erisilebilirlik testleri — 15 dk

Felaket Kurtarma Merkezinden Calisma

Bu yontemde Dakika uygulamasi, Ankara veri merkezindeki sanal sunucu kiimesi Gizerinden hizmet
vermektedir. Ankara ve istanbul veri sunuculari siirekli olarak birincil ve salt okunur ikincil olarak
senkronize edilir. Asagidaki tabloda yer alan adimlar takip edilerek Ankara sunucu kiimesine gecis
tabloda belirtilen sireler icerisinde tamamlanmistir.

1 [Ana Veri Markasindan DR Veri Markasine Gags | Load Balancar Ozgiir Yassbm | 5122025 12400 12400 1245 12404
2 |Anaves esis | Load Balancer | > DR Veri Merkezi yanli sfip ve bordronet otamatik | s | 5.42.2025 1200 1204 1245 12408
s vin durdurulmas
3 |AnaVeri Me aritabian larnn yeddekden mesi Ougiir Vasser | 5.12.2025 12405 12408 1250 1250
4 |Anaves weritatsan o grimary hale getidines Ougiir Vasser | 5122025 1250 1250 1345 1255
5 |Anave AnaVe ritabanlannn secondary slorak baglanmass | Qegllr Yashm | 5.12.2025 13405 1255 13:10 1340
na Vi ek Bardranst diziminin DA Veri Markesindeki
6 |AnaVer Mersezinden DR Veri Merkezine Gegly (DB i o resmEEs OugiirYardn | 5122025 13:10 1208 1315 1212
; IBass e
Anave T diziminin DR Ven Markasindet 5Tt
T |AnaVer Merkezinden DR Veri Merkezine Geglg (DB - i S " S OugiirYardn | 5122025 1315 1212 1320 1215
Uygutama DNS tansmlamalarsnn DR Veri Merkezind ki HA Pray'ys
B |Ana Ve Merkezindan DR Veri Merkezine Gegiy [ DNS yanlenecek jekilde yapidmas WAS 5122025 1320 12:14 1325 1235
10 |Ana Vari Markarinden DR Veri Markazine Gegiy [ Ap Sarver " | Oegiir Yasiben | 5122025 1325 13400 1330 1302
1" gy | Load Ralancar Ozgiir Vassbm | 5122025 1330 1342 14:30 1345
12 i | Awpscasion Datassist 5122025 1330 1305 14:30 1340
13 gty | A Server | Uygulama galgarks tes terinin yapdmas Datassist 5122025 1430 13:40 1435 1429
14 Load Balancer | DR Veri Markesin'de Haproxy'den aryimin kesimesi Ozgiir Vasser | 5122025 1435 1429 14:40 1432
i i yanlii sftp ve bordronet olomati
15 oo il sitp veBorronst SmIE | dugic vardn | 5122028 14:40 1432 12:45 1435
18 Do Ougiir Vasser | 5122025 1445 1435 1450 1450
0 b Ougiir Vassen | 5.12.2025 1450 1450 1455 1453
2 b DR Veeri Meriusind s waritabanlannn secandary olarak baflanmas | OugiirYardm | 5.12.2025 1455 1853 1455 1456
22 Do Server redrant iz Ana Ver Markasin ek Ougiie Vardm | 5122025 1455 1435 1500 14383
23 g Sarver * Ougiir Vasser | 5.12.2025 1455 1438 1540 14:0
sunucusuna se
Uygutama DNS tansmiamalarsnn DR Veri Mes
24 |DRVeri Merkasinden Anaeri Mekedine Geri | yBnlenacel s iide yapimas s 5122025 1500 - 150 1445
Dénily -3 dns
-y dns
25 |DRVeriMerkesindan hnaVeri Meskatina G |, | i ve Bordranet senramizmysnunun Ana Veri Merkasinden DR Ve [0 oo 10 o oo s 1oas ans
1 deistinine
% o5ty | Load Balancer vele Haprawyde p— Ougiir Vassen | 5.12.2025 1545 1456 1530 1459
w is | ppication n kantrol edimesi Datassist 5123025 1530 1459 1600 1510
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Ana Veri Merkezinden DR Veri Merkezine Gegis (120 dakika)
e Dakika ortami Datassist ekibi tarafindan master tizerinden dagitildi.

e Glasshouse tarafinda HaProxy lizerinden tiim Dakika Uygulamasi sunucularina erisim
durdurulmustur.

e Glasshouse tarafinda veritabanlarini durdurup DR tarafinda gegis sagladik ve veritabanlarinin
birincil olarak okuma yazma yapabilmesi saglandi.

e Glasshouse tarafindaki veritabanlari tekrar yedek olarak kiimeye eklendi.

e Dakika uygulamalarinin calismasi icin gerekli olan Bordronet dosya dizini senkronize edildi.

e DNS Degisiklikleri sonrasinda DR HaProxy (izerinden Dakika uygulamasina erisim saglanmistir.

DNS Degisikligi (15 dakika)

Global DNS Sunucularimizda bulunan app.dakika.com.tr erisim adresinin ikincil veri merkezimizin IP
adresi ile glincellenmesi. Bu slireg 13 dakika ile saat arasindaydi. Dakika DNS sunucusundaki ilgili
kayitlarin TTL siiresi 5 dakika olarak ayarlanmistir.

DR Veri Merkezinden Ana Veri Merkezine geri gegis (120 dakika):
e DR ortaminda Haproxy erisimi devre disi birakild.

e DR Veritabanlari durduruldu, Glasshouse tarafindaki veritabanlari Primer hale getirildi ve
kontrolleri yapildi.

e  Kullanim sonucu degisen dosyalari 1 saatlik kullanimdan sonra yeniden eslemek icin Bordronet
dizin senkronizasyonu gerceklestirdik.

o DNS degisikliginden sonra Glasshouse HaProxy lizerinden erisim etkinlestirildi.

Test sirasinda gerceklestirilen islemlerin ekran gorintilerini asagida bulabilirsiniz



[-] datassist

hourly autocommit

| 85
1 file changed, 38 insertions(+), 47 deletions(-)

backend prod-http-backend
balance leastconn

timeout server 180m
backend test-istio-http-backend
mode tcp

option tcplog
balance leastconn

[diff] 85ba6fe3e7fe318b78304bbedfalfadelaaclllic - line 1 of 128
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hourly autocommit

| 2
| 18
2 files changed, 10 insertions(+), 10 deletions(-)

<html>
<body>
=div style="text-align: center”>

</div>
</body>
</html>

backend https-backend
mode tcp
balance leastconn

backend http-backend
balance leastconn

backend rancher-https-backend
mode tcp

option forwardfor
timeout server 30m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }

option forwardfor

timeout server 30m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }

[diff] 6150936f68a9c92b652463563252662c917d102 - line 1 of 71
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: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc noqueue state UNKNOWN group default qlen 1000

Llink/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_lft forever

ineté ::1/128 scope host
valid_1ft forever preferred_lft forever

: ens192: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc mg state UP group default qlen 1000

link/ether 00:50:56:97:31:25 brd ff:ff:ff:ff:ff.ff

inet 10.238.129.32/24 brd 10.238.129.255 scope global noprefixroute ens192
valid_1ft forever preferred_lft forever

inet 10.238.129.54/32 scope global ens192
valid_1ft forever preferred_lft forever

inet 10.238.129.55/32 scope global ens192
valid_Lft forever preferred_Lft forever

inet 10.238.129.57/32 scope global ens192
valid_1ft forever preferred_lft forever

inet 10.238.129.58/32 scope global ens192
valid_1ft forever preferred_lft forever

inet 10.238.129.241/32 scope global ens192
valid_Lft forever preferred_lft forever

inet 10.238.129.242/32 scope global ens192
valid_Lft forever preferred_lft forever

inet 10.238.129.243/32 scope global ens192
valid_Lft forever preferred_Lft forever

inetd feB0::81c3:8091:e159:30a6/64 scope link dadfailed tentative noprefixroute
valid_1ft forever preferred_lft forever

inet6 feBO::8099:7e57:ca28:elf5/64 scope link dadfailed tentative noprefixroute
valid_1ft forever preferred_lft forever

inet6 feB0::8bld:ea2c:bf50:fa28/64 scope link dadfailed tentative noprefixroute
valid_Lft forever preferred_lft forever
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backend test-istio-https-backend

option forwardfor
timeout server 3om
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }

option forwardfor
timeout server 3@m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }
http-response del-header X-Powered-By
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1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc nogueue state UNKNOWN group default gqlen 1000

link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo
valid_lft forever preferred_lft forever

inet6 ::1/128 scope host
valid_lft forever preferred_Llft forever

2: ens192: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc mg state UP group default glen 1000

link/ether 00:50:56:97:31:25 brd ff:ff:ff:ff.ff.ff

inet 10.238.129.32/24 brd 10.238.129.255 scope global noprefixroute ens192
valid_lft forever preferred_Llft forever

inet 10.238.129.54/32 scope global ens192
valid_1ft forever preferred_lft forever

inet 10.238.129.55/32 scope global ens192
valid_lft forever preferred_Llft forever

inet 10.238.129.57/32 scope global ens192
valid_lft forever preferred_lft forever

inet 10.238.129.58/32 scope global ens192
valid_lft forever preferred_Llft forever

inet 10.238.129.241/32 scope global ens192
valid_lft forever preferred_lft forever

inet 10.238.129.242/32 scope global ens192
valid_lft forever preferred_Llft forever

inet 10.238.129.243/32 scope global ens132
valid_1ft forever preferred_lft forever

inet6 fed0::81c3:8091:e159:30a6/64 scope link dadfailed tentative noprefixroute
valid_lft forever preferred_Llft forever

inet6 fe80::8099:7e57:ca28:e1f5/64 scope link dadfailed tentative noprefixroute
valid_lft forever preferred_lft forever

inet6 fe80::8bld:ea2c:bf50:fa28/64 scope link dadfailed tentative noprefixroute
valid_lft forever preferred_Llft forever

1: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc noqueue state UNKNOWN group default gqlen 1000

Link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00

inet 127.0.0.1/8 scope host lo
valid_Lft forever preferred_Lft forever

inet6 ::1/128 scope host
valid_Lft forever preferred_lft forever

2: ens192: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 gdisc mg state UP group default glen 1000

Link/ether 00:50:56:97:31:25 brd ff:ff:ff.ff:ff:ff

inet 10.238.129.32/24 brd 10.238.129.255 scope global noprefixroute ens192
valid_Llft forever preferred_lft forever

inet 10.238.129.54/32 scope global ens192
valid_Lft forever preferred lft forever

inet 10.238.129.55/32 scope global ens192
valid_Lft forever preferred_Lft forever

inet 10.238.129.57/32 scope global ens132
valid_Llft forever preferred_lft forever

inet 10.238.129.58/32 scope global ens192
valid_Lft forever preferred_lft forever

inet 10.238.129.241/32 scope global ens192
valid_Llft forever preferred_lft forever

inet 10.238.129.242/32 scope global ens192
valid_Lft forever preferred lft forever

inet 10.238.129.243/32 scope global ens192
valid_Lft forever preferred_lft forever

inet6 fe80::81c3:8091:e159:30a6/64 scope link dadfailed tentative noprefixroute
valid_Lft forever preferred_Lft forever

inet6 feB0::8099:7e57:ca28:e1f5/64 scope link dadfailed tentative noprefixroute
valid_Lft forever preferred_lft forever

inet6 fe80::8bld:ea2c:bf50:fa28/64 scope link dadfailed tentative noprefixroute
valid_Lft forever preferred_lft forever
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hourly autocommit

| 134
1 file changed, 67 insertions(+), 67 deletions(-)

backend prod-http-backend
balance leastconn

timeout server 180m
backend test-istio-http-backend
balance roundrobin

timeout connect 10s
timeout server 180m

[diff] 3fe84a498774e0c9a60c2a77dba6703f74a54f13 - line 1 of 191
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backend dev-istio-http-backend
mode http

mode tcp

option tcplog
balance leastconn

timeout server 45m
backend test-istio-https-backend
balance roundrobin

timeout connect 18s
timeout server 180m

backend dev-istio-https-backend

timeout server 30m
cookie JSESSIONID prefix nocache

[diff] Changes to "haproxy/haproxy.cfg' - line 87 of 191
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http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }

option forwardfor
timeout server 30m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fc }
http-response del-header X-Powered-By

hourly autocommit

| 18
1 file changed, 9 insertions(+), 9 deletions(-)

backend https-backend
mode tcp
balance leastconn

backend http-backend
balance leastconn

backend rancher-https-backend
mode tcp

option forwardfor
timeout serwver 30m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fec }

option forwardfor
timeout serwver 30m
cookie JSESSIONID prefix nocache

http-request set-header X-Forwarded-Port %[dst_port]
http-request add-header X-Forwarded-Proto https if { ssl_fec }
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SONUC

5 Aralik 2025 tarihinde 12:00—-15:00 saatleri arasinda gerceklestirilen Felaket Kurtarma Testi, planlanan
kapsam ve senaryolar dogrultusunda basariyla tamamlanmistir. Test kapsaminda istanbul Doruk.NET
Dakika sunuculari 13:00 itibariyla devreye alinmis, Datassist ofislerinden istanbul sunucularina ve Datassist
SFTP sunucularina erisim saglanarak baglanti ve yetkilendirme kontrolleri gerceklestirilmistir.

Uygulama fonksiyon testleri, kullanici grubu tarafindan yirutiilen fonksiyon ve veri biitinlGg testleri ile
desteklenmis; test sliresince iletilen geri bildirimler dogrultusunda herhangi bir kritik hata veya is
siirekliligini etkileyecek olumsuzluk tespit edilmemistir. Test esnasinda istanbul Dakika sunucularinin
performans analizleri gerceklestirilmis olup, sistem kaynaklarinin beklenen seviyelerde galistigi
gozlemlenmistir.

Felaket Kurtarma Plani’'nda tanimlanan test baslatma, isletme ve sonlandirma adimlari eksiksiz olarak
uygulanmis; testin tamamlanmasinin ardindan sistemler sorunsuz sekilde Ankara Glasshouse-KKB Anadolu
Veri Merkezi'ne geri alinmistir.

Test Sonug Raporu ile paylasilan sifreli ZIP dosyasi icerisinde, kullanicilarin test sirasinda gerceklestirdigi
islemlere ait ekran gorintdleri ile test sonrasinda iletilen e-posta bildirimlerine ait kanitlar yer almaktadir.
Gergeklestirilen test sonucunda, Felaket Kurtarma altyapisinin is strekliligini saglayacak sekilde hazir ve
operasyonel oldugu teyit edilmistir.
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