
 

 

Dakika Uygulama Sürekliliği Testi – 5 Aralık 2025 
 

 

AMAÇ: 

Planlı veya plansız senaryolarda, Felaket Kurtarma Sahası üzerinden hizmet verecek uygulama ve tüm 
bileşenlerinin test edilmesi ve Felaket Kurtarma Planı’nın belirlenen süreçlere uygun olarak yürütülmesi. 

KAPSAM: 

Dakika uygulamasının uygulama süreklilik testi 5 Aralık 2025 tarihinde felaket durumunda belirlenmiş 

sorumlu kullanıcıların katılımıyla gerçekleştirilmiştir. Test süresi boyunca kullanıcılar, DRP sistemlerinizin 

bulunduğu Doruk.NET İstanbul sunucularına bağlanarak veri bütünlüğü, fonksiyon ve performans testleri 

yaptılar. 

METOD: 

Tüm Dakika kullanıcıları, 5 Aralık 2025 tarihinde aşağıda belirtilen zaman aralığında Doruk.NET İstanbul 

sunucularına bağlanarak uygulamaya erişim sağlayacaktır. 
 

11:00 – 12:15 Uygulama trafiği, veri senkronizasyonu ve DNS değişikliği ile Glasshouse KKB 
Anadolu Veri Merkezi Ankara'dan Doruk.NET İstanbul DRC veri merkezine 
yönlendirilecektir. 

12:15 – 13:50 Test süresi boyunca tüm Dakika kullanıcıları günlük işlerine uygulama üzerinden 
devam edecek ve Dakika Doruk.NET İstanbul DR veri merkezinden işlemlerini 
sürdürecekler. 

14:00-15:00 Dakika Uygulama trafiği, veri senkronizasyonu ve DNS değişikliği ile Doruk.NET 
İstanbul DRC veri merkezinden Glasshouse KKB Anadolu Veri Merkezi Ankara'ya 
yönlendirilecektir. 

 

Dakika FKM Sunucuları 

Ankara (Main DC) ve İstanbul (DRC)'deki Dakika Sunucuları, veri merkezlerindeki fiziksel sunucu kümeleri 

üzerinde sanal sunucu kümeleri olarak çalışır. İstanbul ve Ankara veri sunucuları birincil ve ikincil olarak 

sürekli olarak birbiriyle senkronize edilir. 

Dakika Uygulama Felaket Kurtarma Planı 

Dakika sunucularında veya Ankara veri merkezinde oluşabilecek uzun süreli kesintiler veya felaketlerde 2 

farklı yöntemle uygulama tekrar erişilebilir hale getirilebilir. 

1. Yedeklemeden Kurtarma 

2. Felaket Kurtarma Merkezinden Çalışmak 

Ankara sunucu kümesinde 4 saatten daha kısa sürede çözülemeyen bir sorun olması durumunda 

"Yedeklemeden Kurtarma" yöntemi ile Dakika sunucuları farklı sunucu kümeleri üzerinden çalışır hale 

getirilir. Bu yöntemde veri kaybı olmaz. Ankara sunucu kümelerinde 8 saatten daha kısa sürede 

çözülemeyen bir sorun olması durumunda veya veri merkezine erişilemiyorsa, "Felaket Kurtarma 

Merkezinden Çalışma" yöntemi ile İstanbul sunucu kümesi üzerinden Dakika uygulaması çalıştırılır. Bu 

yöntemde de veri kaybı olmaz.



 

 

 

Yedeklemeden Kurtarma 

Bu yöntem Dakika sunucularında ve veri depolama sistemlerinde fiziksel bir arıza olması durumunda 

sanal sunucuların farklı fiziksel sunucular üzerinden çalışmasını amaçlayan bir kurtarma yöntemidir. 

Datassist İstanbul veri merkezine erişim sağlanabilirse, Dakika sunucuları yedekleme platformundan yeni 

bir VMware vSphere sunucu sanallaştırma platformuna dönülebilir. Bu süreç, Dakika uygulanması ve 

Dakika Veritabanı sunucularına geri dönülmesi aşamalarından geçmektedir. 

Bu işlemler toplam 2 saat 15 dakikada tamamlanmaktadır. 

1. Dakika Veritabanı sunucularının kurtarılması – 90 DK 

2. Dakika Uygulama Sunucularının Kurtarılması – 30 DK 

3. Dakika hizmet ve erişilebilirlik testleri – 15 dk 

 

Felaket Kurtarma Merkezinden Çalışma 

Bu yöntemde Dakika uygulaması, Ankara veri merkezindeki sanal sunucu kümesi üzerinden hizmet 

vermektedir. Ankara ve İstanbul veri sunucuları sürekli olarak birincil ve salt okunur ikincil olarak 

senkronize edilir. Aşağıdaki tabloda yer alan adımlar takip edilerek Ankara sunucu kümesine geçiş 

tabloda belirtilen süreler içerisinde tamamlanmıştır. 

 

 

 

 

 



 

 

Ana Veri Merkezinden DR Veri Merkezine Geçiş (120 dakika) 

• Dakika ortamı Datassist ekibi tarafından master üzerinden dağıtıldı. 

• Glasshouse tarafında HaProxy üzerinden tüm Dakika Uygulaması sunucularına erişim 

durdurulmuştur. 

•  Glasshouse tarafında veritabanlarını durdurup DR tarafında geçiş sağladık ve veritabanlarının 

birincil olarak okuma yazma yapabilmesi sağlandı. 

• Glasshouse tarafındaki veritabanları tekrar yedek olarak kümeye eklendi. 
 

• Dakika uygulamalarının çalışması için gerekli olan Bordronet dosya dizini senkronize edildi. 

• DNS Değişiklikleri sonrasında DR HaProxy üzerinden Dakika uygulamasına erişim sağlanmıştır. 

 

DNS Değişikliği (15 dakika) 

Global DNS Sunucularımızda bulunan app.dakika.com.tr erişim adresinin ikincil veri merkezimizin IP 

adresi ile güncellenmesi. Bu süreç 13 dakika ile saat arasındaydı. Dakika DNS sunucusundaki ilgili 

kayıtların TTL süresi 5 dakika olarak ayarlanmıştır. 
 

DR Veri Merkezinden Ana Veri Merkezine geri geçiş (120 dakika): 

• DR ortamında Haproxy erişimi devre dışı bırakıldı. 

• DR Veritabanları durduruldu, Glasshouse tarafındaki veritabanları Primer hale getirildi ve 

kontrolleri yapıldı. 

•  Kullanım sonucu değişen dosyaları 1 saatlik kullanımdan sonra yeniden eşlemek için Bordronet 

dizin senkronizasyonu gerçekleştirdik. 

• DNS değişikliğinden sonra Glasshouse HaProxy üzerinden erişim etkinleştirildi. 

Test sırasında gerçekleştirilen işlemlerin ekran görüntülerini aşağıda bulabilirsiniz 

.



 

 

 

 



 

 

 

 



 

 

 

 
 

 
 



 

 

 
 

 
 



 

 

 

 

 
 



 

 

 

 
 



 

 

 
 
 

 



 

 

 

 



 

 

 
 
 

SONUÇ  
 
5 Aralık 2025 tarihinde 12:00–15:00 saatleri arasında gerçekleştirilen Felaket Kurtarma Testi, planlanan 
kapsam ve senaryolar doğrultusunda başarıyla tamamlanmıştır. Test kapsamında İstanbul Doruk.NET 
Dakika sunucuları 13:00 itibarıyla devreye alınmış, Datassist ofislerinden İstanbul sunucularına ve Datassist 
SFTP sunucularına erişim sağlanarak bağlantı ve yetkilendirme kontrolleri gerçekleştirilmiştir. 
 
Uygulama fonksiyon testleri, kullanıcı grubu tarafından yürütülen fonksiyon ve veri bütünlüğü testleri ile 
desteklenmiş; test süresince iletilen geri bildirimler doğrultusunda herhangi bir kritik hata veya iş 
sürekliliğini etkileyecek olumsuzluk tespit edilmemiştir. Test esnasında İstanbul Dakika sunucularının 
performans analizleri gerçekleştirilmiş olup, sistem kaynaklarının beklenen seviyelerde çalıştığı 
gözlemlenmiştir. 
 
Felaket Kurtarma Planı’nda tanımlanan test başlatma, işletme ve sonlandırma adımları eksiksiz olarak 
uygulanmış; testin tamamlanmasının ardından sistemler sorunsuz şekilde Ankara Glasshouse-KKB Anadolu 
Veri Merkezi’ne geri alınmıştır. 
 
Test Sonuç Raporu ile paylaşılan şifreli ZIP dosyası içerisinde, kullanıcıların test sırasında gerçekleştirdiği 
işlemlere ait ekran görüntüleri ile test sonrasında iletilen e-posta bildirimlerine ait kanıtlar yer almaktadır. 
Gerçekleştirilen test sonucunda, Felaket Kurtarma altyapısının iş sürekliliğini sağlayacak şekilde hazır ve 
operasyonel olduğu teyit edilmiştir.



 

 

 


